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 Artificial Intelligence

 A RTiFiciAL intelligence, writes Marvin Minsky, is "the
 / \ science of making machines do things that would require in

 JL JL telligence if done by men."1 Twenty years ago, Minsky and
 his colleagues were misfits in the world of computing. While others
 applied computing techniques to engineering and business, artificial
 intelligence specialists spoke of replacing the human mind, a "meat

 machine," with their more efficient electronic models, of creating
 nothing less than a new species for the planet. Today, work in ar
 tificial intelligence is more respectable, though still controversial. As
 our society has come to depend upon computers, it has grown less
 skeptical of the limitations of the machine. If twenty years ago there

 were only a few professors tinkering with programs to "rediscover"
 the Pythagorean theorem and to play poor chess, today they and
 their followers have established research centers in universities both

 here and abroad and are beginning to found companies.
 That such work has indeed achieved legitimacy can be seen in the

 handsome support offered by the Department of Defense and the
 other customary sources of scientific funding. Even the pragmatic
 Japanese are turning to artificial intelligence as part of their assault
 on this country's hegemony in computer technology. All are lured by
 the promise that artificially intelligent computers will produce large
 profits and powerful new weapons. Robots will replace human
 workers at more complicated tasks than the assembly lines of to
 day; smart bombs will find their targets with greater accuracy; pro
 grams will answer questions and obey commands given directly by
 corporate executives and military officers. In general, more of the op
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 2 /. David Bolter

 erational planning so popular with business and the military will be
 performed entirely by computer.2

 For years we have been reading in newspapers and popular mag
 azines about the wonders of computers, and for decades, science fic
 tion movies and books have featured all-knowing, though often ma
 levolent, computers and robots. Many laymen believe that artificial
 intelligence is already with us, that some computers can understand
 the spoken word, read the newspaper, pilot a car using a television
 camera, or design their own even more talented offspring. In fact, no
 current program can do more than parody these achievements. Ar
 tificial intelligence is much harder to come by than the real thing: ex
 cellent programmers have been working for years on such problems
 and have made only a little progress. There is an enormous gap be
 tween what computers were built to do (mathematics and symbolic
 logic) and the wide range of skills that humans possess. Program

 mers must still work close to their machine's natural talents.

 Computers are good at such well-defined and logical games as
 checkers, backgammon, and chess. They can play the first two about
 as well as any human, and can defeat any amateur at chess. For ar
 tificial intelligence programmers, however, playing chess and solving
 logical puzzles are still too mechanical and specialized. They want
 their machines to do something indisputably human, so they aim to
 endow their computers with the human facility for language; they
 write programs to read stories and news reports, "remember" the
 facts, and then answer questions about the reading. Or they tackle
 the problems of mechanical vision by devising a program to identify
 geometrical figures in a scene generated by a television camera. Au
 tomatic techniques for drawing inferences are used in their so-called
 expert systems, programs that depend upon hundreds or thousands
 of predefined rules-of-thumb: in a field of medicine, to diagnose pa
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 There are indeed practical applications for the techniques of ar
 tificial intelligence, but these applications are the less interesting half
 of the story. Despite its recent successes, artificial intelligence is still
 years, perhaps decades away from fulfilling its economic and mili
 tary promise. Only scientific and industrial robots and highly spe
 cialized expert systems will have an important impact in the imme
 diate future. For the rest, a breakthrough in computer chess will
 throw only a very small number of masters and grand masters into
 unemployment lines, and a coming glut of doctors in America may
 well save us from the need to install computers to diagnose our ill
 nesses. Computers that can respond to simple English commands ex
 ist now and will certainly be improved. Looking beyond today's

 word processors, we shall soon regard computers as a full-fledged
 medium of verbal and visual communication. But it will be a long
 time before we can feed our home computers a copy of the New
 York Times and expect a reliable summary of the news.

 Artificial intelligence is both compelling and controversial, not for
 its practical achievements, but rather for the metaphor that lies be
 hind the programs: the idea that human beings should be seen as
 nature's digital computers. Ever since the prototypes were built in
 the late 1940s, computers have been invading domains that had pre
 viously belonged only to humans. They have solved differential
 equations for engineers and applied mathematicians. They have
 taken over such clerical activities as billing, inventory, and the print
 ing of reports for the business world. They have taken control of ma
 chines in industrial processes. Before the advent of computers, these
 were tasks that required human intervention. Such mechanical de
 vices as typewriters and adding machines could help, but men and
 women had to work in close association with these machines. The
 whole trend of the industrial revolution has been to make machines
 more self-sufficient, to move human controllers farther away from
 the process controlled. The trend began with the steam engine, if not
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 ence of the programmer. One program may fly the space shuttle
 from orbit to landing with no help from the pilot; another may type
 out a letter in perfect paragraphs with underlining and boldface for
 emphasis. A program can even surprise its creator, often by com
 mitting some disastrous error. This ability to dispense with human
 control while performing complex tasks makes the computer meta
 phor almost irresistible to millions of professional and casual pro
 grammers. Is there not something human about this machine? Or is
 the reverse true? Is human nature itself mechanical, if capacities that
 seem characteristically human can be given to a machine?

 This ambivalence has given rise to the project of artificial intel
 ligence, whose goal is to achieve the complete assimilation of man
 and machine. If computers can already do mathematics, play games,
 and control other machines, artificial intelligence aims to endow
 them with every other function of mind and sense. Opponents of
 artificial intelligence, such as Herbert Dreyfus and Joseph Weizen
 baum, find the computer metaphor absurd or dangerous, or both.4
 Proponents, including Nobel laureate Herbert Simon, enjoy the con
 troversy, and have fanned the flames with extravagant claims of
 what their programs would be able to do in a few years. The dec
 ades have come and gone, and many of the claims have yet to be
 realized.

 The most famous claim was made by Alan Turing.5 A great lo
 gician, Turing was fascinated by the computer metaphor, and in
 1950 predicted that by the end of the century, a computer would be
 able to deceive us with its electronic imitation of human faculties. He

 proposed the following test. Put someone at a computer terminal in
 one room and connect the terminal by wires to a second room. The
 person does not know who or what is in that second room: it may
 be another human seated at another terminal, or it may be a digital
 computer. To find out, he types questions into the terminal and re
 ceives answers from the second room. The interrogator is free to ask
 anything he likes. He can, for example, pose math problems, ask
 about English literature, or start an argument about politics. He has
 five minutes to decide whether there is a human at the other end of

 the wires or a machine. Turing predicted that by the year 2000, the
 computer would often succeed in fooling its interrogator. Now there
 is no computer or program at present that could participate mean
 ingfully in the Turing test, and with only sixteen years left before the
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 Artificial Intelligence 5

 turn of the century, the prediction will probably fail. The terms of
 the test, however, are still quoted with approval by those working
 on artificial intelligence, and they remain faithful to their goal of
 proving that a computing machine can successfully imitate its crea
 tor.

 In this respect, the artificial intelligence project is part of a long
 tradition.6 For centuries, engineers and craftsmen have been making

 machines that imitate human beings, although their efforts have
 never been taken as seriously as the current project. The immediate
 forerunners of intelligent computer programs were electromechani
 cal devices. In the fifties, for example, Grey Walter, a physiologist,
 designed an electromechanical "turtle" that could negotiate its way
 around obstacles on the floor. The turtle's technological ancestors
 include an electromechanical chessplayer built by the Spanish tech
 nologist Torres Quevedo. Before that, there were generations of fully
 mechanical automata. The most famous in the eighteenth century
 were those of Jacquet-Droz, including a boy who could write a mes
 sage with pen and ink and a girl whose moving fingers could play a
 tune on a harpsichord, and a duck by Vaucanson that could quack
 and even eat and eliminate its food. The gardens of Europe in the
 seventeenth and eighteenth centuries were also adorned with figures
 powered by falling water: Neptune and Orpheus, and nymphs and
 shepherds from the pastoral tradition.7 Moving figures, in fact, both
 human and animal, were represented on mechanical clocks as early
 as the thirteenth century, when these machines were invented in
 Europe.

 Like the programs of artificial intelligence, all these hydraulic, me
 chanical, or electromechanical devices were attempts to imitate some
 aspect of human or animal nature. The artificial intelligence pro
 grammer would say that the earlier attempts were trivial because
 they were limited to external human features and rigid actions. That
 the writing boy of Jacquet-Droz looked human would be of no im
 portance, since the boy could only repeat one or a few messages at
 a time and the messages had to be expressed as a complex inter
 action of gears. The effort was a tour de force, not a significant
 achievement of science or engineering. Gears were simply the wrong
 technology for expressing the fundamental qualities of human na
 ture, such as problem-solving and the use of language. Even electro
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 experience, allowing scientists to predict and control events?that, as
 Galileo said, the book of nature should be written in the language
 of mathematics. The mystery of the mathematical prediction and
 control of nature remains a subject for philosophers of science. My
 point here is simply that the computer models of artificial intelli
 gence are not like the mathematical models of physics. Computer
 models are not analytic in the same sense; they do not rely on deep
 mathematics, and they have no vitality and carry no intellectual con
 viction when separated from their machine.

 Consider how the physicist and the artificial intelligence program
 mer each use the computer in their work. For the physicist, the equa
 tions and their interpretations form an abstract world that he can ex
 plore and modify with no more equipment than a pencil and paper.
 Often he may prefer to transform the equations into a computer pro
 gram and see how the model performs with various assumptions and
 inputs. The artificial intelligence specialist may also begin his work
 in isolation from his machine. He may devise, with pencil and pa
 per, an algorithm (a step-by-step procedure) to show how the mind
 stores, transforms, and retrieves units of information. He then trans
 lates this algorithm into a program, tests it on the computer, and
 adds refinements, always seeking to make the computer more faith
 ful to his notion of how the mind works. But there is this crucial dif

 ference between the artificial intelligence specialist and the physicist:
 the former began his theorizing with the computer in mind. It may
 happen that a physicist cannot fit his theory into the computer if his
 equations are too complicated or of the wrong sort for direct com
 puterization. This cannot happen to the artificial intelligence special
 ist, since, by definition, his model must be computable. In artificial
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 The artificial intelligence specialist would say that this program
 "understands" Chinese, for he accepts the definition that to know
 Chinese is to be able to transform input sentences into meaningful
 output. But Searle replies that the computer so programmed does
 not understand Chinese at all, and he proposes the following experi
 ment by way of proof. Reverse the customary process of automa
 tion: replace the computer with a human being, one who speaks En
 glish and knows not a word of Chinese. Write out all the rules of
 the program in English, and let this human information processor
 apply these rules to sentences given him in Chinese. If necessary,
 have him memorize the whole procedure. Now this person can read
 stories and answer questions in Chinese, totally mechanically and by
 the way quite slowly, but he still cannot speak or write any Chinese
 on his own. He simply looks at patterns of lines on paper, consults
 his rules, and makes new patterns in reply. We would never say,
 Searle argues, that such an idiot savant understands Chinese, for
 such understanding is possessed by a human being as a part of his

 mental life, not as an externally imposed and memorized procedure.
 Searle's human computer is a touching, rather Kafkaesque figure,

 who sits at his desk shuffling pieces of paper and recopying mean
 ingless symbols according to methods he has learned by rote. Yet he
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 is all the computer has for anything it does. To confuse simulation with du
 plication is the same mistake, whether it is pain, love, cognition, fires or
 rainstorms.9

 Here, the artificial intelligence project has indeed abandoned com
 mon sense. In its excitement over the computer metaphor, it must
 abandon common sense, and indeed all computer programmers are
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 14 /. David Bolter

 strings? The bits must be given a structure, a particular order and
 context that make them meaningful. Indeed, determining the appro
 priate data structure, deciding how the computer will interpret its
 ones and zeroes, is the programmer's main task. This is as true of
 the mathematician and the city planner as of the artificial intelli
 gence specialist: they must all find suitable ways of arranging their
 data. However, the artificial intelligence programmer has the un
 usual task of finding data structures that will reflect the interplay of
 thoughts and sensations in the mind. He relies upon the computer's
 capacity to link together its discrete elements of data. In various
 ways, one string of bits in the machine can point to the location
 of another string, that string to other strings, and so on. The
 computer's memory can be organized like a road map, where the
 data elements are the towns and the pointers are the highways that
 lead from one town to the next. The trick for the artificial intelli

 gence programmer seeking to imitate the mind is to choose the right
 combination of towns and highways, data elements and links among
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 16 J. David Bolter

 Consider for a moment the differences between the psychology of
 artificial intelligence and psychoanalysis, perhaps the most influen
 tial psychology of the last hundred years. Psychoanalysis is analysis
 in the old style: its seeks to probe beneath the surface, to find deep
 causes behind human actions. Its metaphor of the mind emphasizes
 the notion of depth, with the dark, instinctual portion of the mind,
 the id, buried below the more rational layers of ego and superego.
 The goal of psychoanalysis is to expose the repressed memories of
 childhood, and the psychoanalyst explains the human mind not as a
 processor of information but rather as a deep source of instinctual
 power and a shifting battlefield between passion and reason. There
 is a strong suggestion in Freud's writing that psychoanalysis is an
 unending process because the instincts, the id, can never be com
 pletely brought to light and rationalized.

 There is an enormous contrast between this titanic, often pessi
 mistic view of man and the view of the artificial intelligence special
 ist. A network of symbols in a computer program does not bring
 deep human motives to light, for there are no such depths. They dis
 appear the moment we begin thinking of a human being as an in
 formation processor, a shuffler of symbols. The game of shuffling
 symbols may be tricky and indeed exasperating for the program

 mer, but the problems faced are wholly different from those of a psy
 chiatrist, and not only because the psychiatrist is working with
 mental illness, with unusual or abnormal minds. In fact, artificial in
 telligence programmers sometimes try to simulate schizophrenia or
 paranoia, which they regard as special, perhaps pathological ver
 sions of information processing. Here, too, as in our shopping
 example, the flat, unambiguous network of symbols and the opera
 tional definition of success are their replacement for depth and
 causality in the representation of the human mind. Artificial intel
 ligence specialists may even speak disparagingly of the idea of depth.

 Marvin Minsky has written: "To me 'intelligence' seems to denote
 little more than the complex of performances which we happen to
 respect, but do not understand. So it is, usually, with the question of
 'depth' in mathematics. Once the proof of a theorem is really un
 derstood, its content seems to become trivial."10 In fact, deep un
 derstanding in science or in psychology need not lessen the mystery
 at all. The more a physicist understands about subatomic particles,
 the stranger his world becomes, and the further he needs to look.
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 Artificial Intelligence 17

 The more the Freudian psychologist probes the mind, the more he
 realizes the endless character of his task. But the specialist in arti
 ficial intelligence does have the experience Minsky describes: he does
 "reach bottom," almost immediately, as he maps complex human
 experiences into a data structure his programs can process.

 The artificial intelligence specialists have, I think, gone too far. The
 computer is a mirror of human nature, just as any invention reflects
 to some extent the intellect and character of its inventor. But it is not

 a perfect mirror; it affects and perhaps distorts our gaze, magnifying
 certain human capacities (those most easily characterized as "infor
 mation processing") and diminishing others. Nonetheless, the com
 parison of the human mind and the computer remains fascinating
 both for its distortions and its accuracies. We do not have to be

 come religious converts to artificial intelligence in order to appre
 ciate the computer metaphor. Nor do we have to join in the sterile
 debate over the question of whether computers can really think. In
 stead, we can ask in what ways the metaphor is apt and in what
 ways it may fail. Our view of the human mind changes from age to
 age, based upon social conventions, the work of poets and philoso
 phers, and the current technical metaphors. Surely our contempo
 rary task is to come to terms with the new electronic technology, a
 task that permits neither a complete rejection nor blind acceptance
 of the computer metaphor.

 Predicting the future is so much a part of the project for artificial
 intelligence that I cannot close without making my own prediction.
 I think artificial intelligence will grow in importance as a way of
 looking at the human mind, regardless of the success of the pro
 grams themselves in imitating various aspects of human thought. It
 will color our view as long as computers themselves remain an im
 portant element in our technology. Eventually, however, the com
 puter metaphor, like the computer itself, will simply be absorbed
 into our culture, and the artificial intelligence project will lose its
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 computer does lose its place as our leading technology, a new ma
 chine or technique will provide us with new metaphors, and the
 comparison of man and computer will become a topic in the history
 of science and philosophy. Essays on artificial intelligence (no doubt
 including this one) will then seem as quaint as UHomme-Machine
 by the eighteenth-century philosophe La Mettrie, who created a
 scandal by arguing that human minds and bodies could be under
 stood as clockwork mechanisms.

 ENDNOTES
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