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Rethinking AI for Good Governance 

Helen Margetts

This essay examines what AI can do for government, specifically through three gener-
ic tools at the heart of governance: detection, prediction, and data-driven decision- 
making. Public sector functions, such as resource allocation and the protection of 
rights, are more normatively loaded than those of firms, and AI poses greater ethical 
challenges than earlier generations of digital technology, threatening transparency, 
fairness, and accountability. The essay discusses how AI might be developed specifi-
cally for government, with a public digital ethos to protect these values. Three moves 
that could maximize the transformative possibilities for a distinctively public sector 
AI are the development of government capacity to foster innovation through AI; the 
building of integrated and generalized models for policy-making; and the detection 
and tackling of structural inequalities. Combined, these developments could offer 
a model of data-intensive government that is more efficient, ethical, fair, prescient, 
and resilient than ever before in administrative history. 

From the 2010s onward, data-fueled growth in the development of artificial 
intelligence has made tremendous leaps forward in scientific advancements, 
medical research, and economic innovation. AI research and development 

is generally carried out by or geared toward the private sector, rather than gov-
ernment innovation, public service delivery, or policy-making. However, govern-
ments across the world have demonstrated strong interest in the potential of AI, 
a welcome development after their disinterested approach to earlier digital sys-
tems.1 Security, intelligence, and defense agencies tend to be the most advanced, 
but AI is starting to be used across civilian policy sectors, at all levels of govern-
ment, to tackle public good issues.2

What would a public sector AI look like? What might it offer to government in 
terms of improving the delivery of public goods and the design of policy interven-
tions, or in tackling challenges that are specific to the public sector? Using a broad 
definition of AI that includes machine learning (ML) and agent computing, this 
essay considers the governmental tasks for which AI has already proved helpful: 
detection, prediction, and simulation. The use of AI for these generic governmen-
tal tasks has both revealed and reinforced some key ethical requirements of fair-
ness, transparency, and accountability that a public sector AI would need to meet 
with new frameworks for responsible innovation. The essay goes on to discuss 
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where the development of a distinctively public AI might allow a more transfor-
mative model for government: specifically, developing internal capacity and ex-
pertise, building generalized models for policy-making, and, finally, going beyond 
the development of ethical frameworks and guidance to tackle long-standing  
inequalities and make government more ethical and responsive than it has ever 
been before.

Computers were first adopted by the largest departments of the largest gov-
ernments in the 1950s.3 In the very early days, government was an innovator and 
leader in digital technologies: the UK Post Office produced the world’s first digital 
programmable computer in 1943, later used for code-breaking at Bletchley Park.4 
But since then, in many or even most countries, governments’ digital systems 
were progressively outsourced, often in very large contracts that stripped digital 
expertise from the government. Partly for that reason, governments were slow 
to adopt Internet-based services or communicate with citizens online; in gener-
al (there are exceptions), they have lagged behind the private sector in adopting 
the latest generation of data-intensive technologies.5 However, there has recently 
been much greater interest in the possibilities of data science and AI for govern-
ment. The number of UK government announcements that mentioned data sci-
ence and artificial intelligence rose from fifteen in 2015 to 272 in 2018. In the Unit-
ed States, a comprehensive study of the use of AI in the federal government found 
that nearly half of federal agencies studied (45 percent) had experimented with AI 
and related machine learning tools by 2020.6 AI has helped governments perform 
three key tasks: detection, prediction, and simulation, all of which can improve 
policy-making and service delivery.7 In a perhaps unanticipated way, AI also forc-
es governments to think about ethical issues and the ethos of the government’s 
digital estate, often in ways that have not been explicitly discussed before.

Governments need detectors: instruments for taking in information. De-
tection is one of the “essential capabilities that any system of control 
must possess at the point where it comes into contact with the world out-

side,”8 and governments are no exception. They need to understand societal and 
economic behavior, trends, and patterns and calibrate public policy accordingly. 
To do this, governments need to detect (and then minimize) unwanted behavior 
by firms or individual citizens. For example, regulators need to be able to detect 
harmful behavior in digital environments, where the machine learning capabili-
ties of large firms challenge traditional regulatory strategies and where the coun-
tering of online harms requires constant innovation. 

Machine learning’s core competency in classification and clustering offers 
government new capability in the detection and measurement of unwanted ac-
tivity in large data sets. For example, machine learning is valuable in the detection 
of online harms such as hate speech, financial scams, problem gambling, bully-
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ing, misleading advertising, or extreme threats and cyberattacks. Many agencies 
or regulators either need to detect these harms, or to oversee firms in so doing, 
requiring the building of machine learning “classifiers” trained on data generat-
ed by social media or other digital platforms. Growth of what is broadly called 
“counter-adversarial technology” to counter online threats to state or society is 
a particularly important task for “public” AI research and development, requir-
ing constant innovation, as offenders continually game platforms to evade detec-
tion.9 These techniques are of increasing importance to security and intelligence 
agencies, going beyond the creation of dedicated red teams for adversarial test-
ing10
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forming sentencing decisions. The judges receive risk scores in low, medium, and 
high risk buckets, and feed this evidence into the decision-making process. A 2016 
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cies to try out hurried policy decisions, such as not having enough police, or doc-
tors or nurses, and learning the hard way. But the disadvantages of this on-the-
hoof policy- making were illustrated during the first stage of the COVID-19 crisis 
in 2020, when in many countries, policies regarding masks, social distancing, and 
lockdown measures were made in an ad hoc and politically motivated fashion.

Agent computing has gradually gained popularity as a standard tool for trans-
port planning, or to provide insight for decision-makers in disaster scenarios such 
as a nuclear attack or pandemic.23 Researchers working with police forces are tri-
aling the use of large-scale, real-time transactional data from daily activities of in-
dividual police in an agent-based model that would allow police managers to try 
out different levels of police resourcing and measure the potential effects on deliv-
ery of criminal justice.24 If viable, such models could have potential for other ar-
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target customers in a biased way, it can cause offense, but it is not on the same 
scale as a biased decision over someone’s prison sentence or benefits application. 
Users of digital platforms know very little about the operation of search or news-
feed algorithms, yet will rightly have quite different expectations of their right to 
understand how decisions on their benefit entitlement or health care coverage 
have been made. The opaqueness of AI technology is accepted in the private sec-
tor, but it challenges government transparency. 

From the late 2010s onward, there has been a burgeoning array of papers, re-
views, and frameworks aimed at tackling these issues for the use of AI in the pub-
lic sector. The most comprehensive and widely used across the UK government is 
based on the principles of fairness, accountability, trustworthiness, and transpar-
ency, and a related framework was applied to the use of AI in the COVID-19 crisis.29 
Policy-makers are starting to coalesce around frameworks like these, and ethics 
researchers are starting to build the kinds of tools that can make them usable and 
bring them directly into practice. It might be argued that progress is greater here 
than it has been in the private sector. There is more willingness to contemplate 
using less innovative–or differently innovative–models in order, for example, to 
make AI more transparent and explainable in the process of high-stakes decisions 
or heavily regulated sectors.30

The development of such frameworks could lead to a kind of public ethos for 
AI, to embed values in the technological systems that have replaced so much of 
government administration. Such an ethos would not just apply to AI, but to the 
legacy systems and other technologies that first started to enter government in 
the 1950s, and could be highly beneficial to the public acceptance of AI.31 There 
is a tendency to believe that the technological tide will wash over us, fueled by 
media and business school hype over “superintelligent” robots and literary and 
cinematic tropes of robots indistinguishable from humans, powered by general 
AI. If we do not design appropriate accountability frameworks, then politicians 
and policy-makers will take advantage of this blame-shifting possibility. This will 
range from cases like the UK prime minister blaming poor statistical processes to 
calculate public examination results after school closures in the 2020 pandemic 
prevented exams from taking place as a “mutant algorithm,” to the more nuanced 
and unconscious shifting of responsibility to statistical processes involved in judi-
cial decision-making with AI observed above. A public sector AI in which fairness, 
accountability, and transparency are prioritized would be viewed as more trust-
worthy, working against such perceptions. 

So in what areas might government do more with AI? By 2021, government’s 
use of AI was starting to speed up; the large-scale study of the use of AI by 
the U.S. federal government concluded in 2020 that “though the sophistica-

tion of many of these tools lags behind the private sector, the pace of AI/ML de-
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velopment in government seems to be accelerating.”32 However, there are various 
ways that AI could have a more transformative effect.

First, governments could prioritize the development of expertise and capacity 
in AI to foster innovation and overcome some of the recurring challenges. As not-
ed above, the history of government computing has been characterized by large-
scale contracting to global computer services providers, but AI does not lend itself 
to this kind of outsourcing, whereby governments lose control of key features. For 
example, the U.S. CBP was criticized in 2020 for being unable to explain failure 
rates of biometric scanning technology “due to the proprietary technology being 
used.”
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many structural inequalities in how citizens are treated–for example, in the de-
livery of health care to people from different ethnic groups–just as the mobiliza-
tion around race has revealed systemic racism in police practice. Data and model-
ing have made these biases and inequalities explicit, sometimes for the first time. 
Some researchers have suggested that we might develop AI models that incorpo-
rate these different sources of data and combine insights from a range of models 
(so-called ensemble learning) aimed at the needs of different societal groups.36
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