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This essay explores the relationship between artificial intelligence and principles of 
distributive justice. Drawing upon the political philosophy of John Rawls, it holds 
that the basic structure of society should be understood as a composite of sociotech-
nical systems, and that the operation of these systems is increasingly shaped and in-
fluenced by AI. Consequently, egalitarian norms of justice apply to the technology 
when it is deployed in these contexts. These norms entail that the relevant AI systems 
must meet a certain standard of public justification, support citizens’ rights, and 
promote substantively fair outcomes, something that requires particular attention 
to the impact they have on the worst-off members of society. 

Calls for justice in the context of artificial intelligence sound increasingly 
loud. Indeed, communications scholar Matthew Le Bui and gender stud-
ies scholar Safiya Umoja Noble have argued that we are missing a moral 

framework of justice altogether when it comes to evaluating the practices that 
constitute artificial intelligence.1 The demand for justice represents both a need 
felt among those impacted by AI systems and a source of important philosoph-
ical insight. Among other things, it reframes much of the discussion around  
“AI ethics” by drawing attention to the fact that the moral properties of algorithms 
are not internal to the models themselves but rather a product of the social sys-
tems within which they are deployed. At the same time, those who want to evalu-
ate emergent practices through the lens of justice rapidly encounter an obstacle: 
namely, that political theory–which is the body of thought we might hope to rely 
on to address these questions–has not adequately addressed technology in gen-
eral, struggling to navigate a path between relative neglect and determinism. As a 
consequence, it is not necessarily well-equipped to speak to the role of technolo-
gy in public life, let alone say something meaningful about justice and AI systems.

Taking these points in turn, much of contemporary political philosophy brack-
ets out technological considerations, treating them as exogenous to the fundamen-
tal questions of political life. This view is found in the work of philosopher John 
Rawls, whose seminal work A Theory of Justice mentions technology on just three oc-
casions. Moreover, although his account of justice appears to be for a society that 
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has a specific sociotechnical character (that is, one with a functioning legal system, 
economic division of labor, capacity for taxation, and so on), knowledge about the 
level of technology that a society has achieved is excluded from the original posi-
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A key element of liberal political theory, as articulated by Rawls, is the dis-
tinction between the “basic structure” of society, which is subject to prin-
ciples of distributive justice, and other domains of life that are not direct-

ly subject to these principles. The basic structure encompasses

the way in which the major social institutions fit together into one system, and how 
they assign fundamental rights and duties and shape the division of advantages that 
arise through social cooperation. Thus the political constitution, the legally recog-
nized forms of property, and the organization of the economy, and the nature of the 
family, all belong to the basic structure.6 

These practices need to be structured in accordance with a common set of rules. 
Outside of these contexts, people are left relatively free to pursue their personal 
objectives, something that is important for a pluralistic society in which people 
have divergent goals and aspirations.

Against this backdrop, I wish to advance two claims. The first is that the basic 
structure of society is best understood as a composite of sociotechnical systems: 
that is, systems that are constituted through the interaction of human and tech-
nological elements. The claim here is not only that the basic structure contains 
social and technical elements, but also that these elements interact dynamically 
to constitute new forms of stable institutional practice and behavior.7 The second 
is that AI increasingly shapes elements of the basic structure in relevant ways, and 
hence that its design, development, and deployment all potentially interface with 
principles of justice in this context. 

The growing role played by AI in the operation of key institutions and prac-
tices is well illustrated by the criminal justice system, in which risk-assessment 
algorithms increasingly determine a person’s eligibility for bail or parole, facial 
recognition technology has been used to augment police capabilities, and AI sys-
tems direct the allocation of policing resources using predictive analytics. In the 
context of economic mobility and access to key public services such as welfare 
provision, the use of algorithmic tools is similarly influential, determining who 
is eligible for welfare support, who has access to public housing, and which fami-
lies are engaged by child services.8 Meanwhile, in the economic sphere, financial 
institutions use these models to determine who has access to loans, mortgages, 
and insurance. Finally, these tools have a wider impact on the economic prospects 
of citizens via their integration into job recommendation search engines–help-
ing to determine who is shown what opportunities–and via the tools used by ed-
ucational institutions to allocate students or advertise opportunities for higher 
education.9

In each case, AI is not simply an additional ingredient that supervenes onto 
a stable practice leaving the fundamental elements of that practice untouched. 
Rather, AI interacts with the behavior of human decision-makers to shape the 
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character of these practices, including how they distribute benefits and burdens 
across the population. In the context of criminal justice, for example, there is sig-
nificant concern that parole recommendation algorithms compound historical in-
justice by recreating and extending racial bias found in the training data.10 In the 
context of government services, AI has changed the nature of welfare provision, 
including who can access it and on what terms, with political scientist Virginia 
Eubanks documenting the emergence of a “feedback loop of injustice” whereby 
“marginalized groups face higher levels of data collection when they access pub-
lic benefits . . . [which] acts to reinforce their marginality when it is used to target 
them for suspicion and extra scrutiny.”11 Meanwhile, in the domain of credit scor-
ing and access to financial services, legal scholar Frank Pasquale has raised con-
cerns about the increasingly significant role played by a person’s algorithmical-
ly determined “digital reputation” as a major determinant of their life chances.12 
Speaking to the dynamic interaction between these systems and the social envi-
ronment in which they are deployed, Pasquale notes that “unlike the engineer, 
whose studies do nothing to the bridges she examines, a credit scoring system in-
creases the chance of a consumer defaulting once it labels him a risk and prices 
a loan accordingly.”13 Given the potential serious knock-on effects these practic-
es have for equality at the societal level, they have driven concerns about “digital 
redlining”–with entire groups of people encountering new barriers to opportu-
nity–and the emergence of what, with respect to race, sociologist Ruha Benjamin 
terms “the New Jim Code.”14

To be clear, the concerns that arise in these contexts are not only concerns 
about distributive justice, they also involve racial justice, criminal justice, historic 
injustice, and the disciplinary power of institutions.15 However, principles of dis-
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offered to them by the rich and powerful. To avoid this outcome, the practices that 
make up the basic structure need to be regulated in ways that support background 
justice, counteracting the tendency of multiple individual transactions to distort 
the distribution of income and wealth over time.

What is important for our purpose is that in modern societies, background jus-
tice is increasingly mediated algorithmically. Across various contexts, including 
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ed between citizens. Thus, the requirements of justice are not met simply via the 
adoption of processes that do not discriminate against people on the basis of cer-
tain protected characteristics at the point at which a decision is made. Instead, a 
just society will aim to eliminate the impact of a wide range of unchosen features 
on their life prospects. The most natural reading of this requirement includes fea-
tures such as a person’s race, sex, class, and other contingencies of birth. Once 
the relevant adjustments have been made, we should arrive at a situation in which 
people of similar ability have roughly equal prospects of success.

In the context of debates around AI fairness, the implications of this principle 
are potentially significant. They mean moving away from a purely formal concep-
tion of fairness as equal treatment or “de-biasing” and thinking about how these 
tools can actively mitigate the effect of bias that exists at a societal level through 
various corrective measures.34 As information scientists Solon Barocas and  
Andrew Selbst have noted, this debate mirrors a long-running discussion in juris-
prudence about the appropriate goal of antidiscrimination legislation.35 Where-
as the anticlassification approach is concerned with equal treatment in a formal 
sense that involves eliminating unfairness that “individuals in certain protected 
classes experience due to decision makers’ choices,” antisubordination reaches 
beyond that and is more closely aligned with Rawls’s fair equality of opportunity 
principle.36 It holds that the goal of antidiscrimination law is “to eliminate status- 
based inequality due to membership in those classes, not as a matter of procedure, 
but of substance.”37 If this is the appropriate normative standard for AI systems 
performing key social functions, then we need further research and public discus-
sion about what substantively fair outcomes look like in practice, and about how 
AI systems can support this societal objective.

The difference principle. The second condition, commonly known as the difference 
principle, also has implications for the design and deployment of AI. This principle 
holds that for institutional practices to be just, all inequalities in the distribution 
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ber of society in absolute terms, once it has been incorporated into relevant social 
practice, will fail to meet a key requirement of justice irrespective of other ben-
efits it may bring (such as scalability or efficiency). Yet fully realized, the differ-
ence principle proposes a higher standard than simply improving the status quo: 
it suggests that the 





228 Dædalus, the Journal of the American Academy of Arts & Sciences

Toward a Theory of Justice for Artificial Intelligence

level, liberal political theory holds that we are all under a “duty of justice” to sup-
port the operation of institutions that enable cooperation on terms that are fair. 
When applied to groups concerned with the creation of new technologies, duties 
of justice plausibly become “duties of deployment” to support, and not subvert, 
the functioning of just institutions.

Second, the demand for public justification in the context of AI
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